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Abstract—We examine the problem of tracking the states of a collection of systems over a finite horizon in a power limited scenario. Specifically, each system has a sensor which can track a property of interest and has a fixed budget with which to make measurements and communicate to a fusion center. The state at each system varies independently according to a Markov model and the transitions between different states occur according to known transition matrices. Different systems can have vastly different state evolution statistics. At each time step, the fusion center can request an update from any number of the systems, subject to the constraint that the corresponding sensor has not exhausted its budget to do so. These measurement updates are expensive and hence resource limited. After the fusion center receives all updates, it must estimate the state at each system with minimum error. We give an optimal policy for the fusion center to request updates from each sensor and also provide an optimal policy for the fusion center to allocate the measurement budget to each sensor before deployment, given the transition matrices corresponding to each system.

Index Terms—Dynamic programming, Markov models, Resource allocation, Tracking

I. INTRODUCTION

Due to the widespread availability of inexpensive wireless sensor units with small batteries, the deployment of large collections of sensors to perform tracking operations is becoming increasingly feasible. Applications abound, from surveillance to environmental studies and health care. In particular, we are motivated by the problem tracking geo-spatially varied environmental conditions, such as temperature, moisture, or the presence of pests, using wireless sensors over a time range of interest.

Mathematically, we model this as tracking the states of a collection of systems over a finite horizon in a power limited scenario. In our problem formulation, the states at the different systems vary according to a Markov process and sensors are each system can be 'pinged' by a fusion center to request updates. These updates are constrained by the limitation that they can only be requested a certain number of times over the horizon of interest because of power limitations. We discuss an optimal policy for both scheduling of updates as well as distribution of power among the systems of interest.

Two approaches are usually taken with respect to conserving the power used by the sensors. In our paper we suppose that there is a 'wake-up' mechanism by which the fusion center can ask sensor for updates. If listening for these updates is cheap relative to taking measurements and transmitting a response, this is a good assumption, as made in [1] and [2]. On the other hand, it might be the case that the sensors themselves are smart and know when to wake up to give updates to the fusion center, as in [3] and [4]. Our methodology can be extended to accommodate this setting as well. We discuss such extensions in Section V.

The applications in which sensor networks find practical use and also have unique research implications are many. Decentralized detection for the purpose of intrusion detection has been widely studied and is a domain in which resource consumption must be minimized [5]. The topics that have been tackled include protocols for transmission and coding as well as implementation issues such as sensor density and power usage [6], [7]. While some treatments of these topics are concerned with asymptotic results, we are interested in finding optimal strategies over short intervals of interest. Researchers have also taken interest in determining optimal strategies for information collection when information patterns are limited, that is one does not have access to all of the measurements being made [8].

In this paper we study the tradeoff of power usage versus accurate tracking of system state when there are many independent systems which must be tracked. We suppose that the sensors are utilized over a finite time horizon of interest. Additionally, we look at a two phase problem: in the first (offline) phase, resources are allocated to each system so that updates can be requested from them and in the second (online) phase a fusion center must decide when to request updates so as to maintain the best tracking precision. We take a dynamic programming approach to the problem using a structural approach as introduced in [10].

In Section II we present the mathematical details of our problem formulation and model system states as Markov chains evolving over the time horizon of interest. We also define our objective function and how estimation error is counted. Section III gives the algorithm used by the fusion to request updates from the sensors. In true backwards induction style, Section IV goes on to describe the offline procedure of allocating the power to sensors before deployment. Throughout the algorithmic developments, a small numerical example
is given to verify some of the key claims. Finally Section V addresses extensions and future work, and we wrap up with concluding remarks in Section VI.

II. PROBLEM FORMULATION

We now describe our problem formulation in greater detail. The following model considers the set of states $\mathcal{X}$ in a Markov chain $\mathcal{M}$ to be an abstraction for some attribute of interest in a given system, such as spatial position, health state of a data warehouse or buffer in a queue. Generally speaking, we focus on properties that can be observed and whose evolution may be stochastically modeled as a Markov chain. Additionally we suppose that there is a distance metric which maps any pair of states to a real number.

In our model, we are interested in a scenario in which there are $V$ systems $\mathcal{S}_1, \mathcal{S}_2, \ldots, \mathcal{S}_V$ in which the state evolutions of each system $i$ corresponds to a different transition matrix $P_i$. Each state evolves independently of the others and each of these systems has a sensor preallocated with a budget $B_i$ with which to make and communicate a measurement to a centralized fusion center over the finite time horizon $k = 1, 2, \ldots, N$. At each time step $k$ of the horizon, a decision must be made by the fusion center on whether or not to request the observed system state for each sensor. After receiving all updates, the center updates its knowledge of the states and makes estimates for those systems that did not send updates.

The objective of the policy we seek to develop is to minimize the error in estimating the state of each system, as measured by the distance metric $d$, over all time steps. The remainder of this section makes this more precise.

A. System dynamics, metric and communication

Let us focus on one of the $V$ systems in our problem and drop its subscript for convenience. Consider a Markov chain $\mathcal{M}$ with finite state space $\mathcal{X}$, transition matrix $P$ and associated measure $d : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ as in Fig. 1.

![Fig. 1. Markov chain with transitions $P(\cdot, \cdot)$ and measure $d(\cdot, \cdot)$. Self loops are captured by outgoing edge probabilities summing to less than one.](image)

The metric gives a sense of how close states are so that we can measure the effectiveness of an estimate of the true state. We assume that the process is known to start at initial state $x_0$ and we are interested in having an accurate estimate of the process over a finite horizon $k = 1, \ldots, N$.

The decision space is simply $u \in \{0, 1\}$ where 0 corresponds to no update being made from the system to the fusion center and 1 corresponds to an update being made. When an update is made, the state $x_k$ of $\mathcal{M}$ is perfectly known by the center. Without an observation, on the other hand, an estimate $\hat{x}_k$ must be formed for the state given all observed information thus far. The number of times updates may be made is limited to $M \leq N$, where $M$ is preallocated the system before deployment.

The cost of making estimate $\hat{x}_k$ at time $k$ when the true state is actually $x_k$ is $d(x_k, \hat{x}_k)$. If $d$ is a metric, we have the important properties

1. $d(x, y) \geq 0 \quad \forall x, y \in \mathbb{R}$
2. $d(x, x) = 0 \quad \forall x \in \mathbb{R}$
3. $d(x, y) = d(y, x) \quad \forall x, y \in \mathbb{R}$
4. $d(x, z) \leq d(x, y) + d(y, z) \quad \forall x, y, z \in \mathbb{R}$

At each time $k$, the state of our decision making problem can be represented by $\{(r, s, t): x_{N-1-r}\}$ where $r$ is the number of time slots that have passed since the last update, $s$ is the number of opportunities remaining to make a transmission based on available power at the system, $t$ is the number of time slots remaining in the problem, and $x_{N-1-r}$ is the last observed state of $M_i$. This will be formally stated in Section III.

We seek a policy $\pi = \{\mu_k\}_{k=1}^{N-1}$ such that the actions $u_k = \mu_k((r, s, t), x_{N-1-r}) \in \{0, 1\}$ are chosen to minimize the cumulative estimation error at the fusion center. The policy $\pi$ is admissible if it abides by the additional constraint that the number of times observations are made is no greater than $M_i$. Denote the class of admissible policies by $\Pi$. The goal of the fusion center is to find a policy $\pi^* \in \Pi$ to minimize

$$J_i = \mathbb{E} \left\{ \sum_{k=1}^{N-1} d(x_k, \hat{x}_k) \right\}$$

for each $\mathcal{S}_i$. It should be noted that the estimate $\hat{x}_k$ depends on the action $u_k$ because if $u_k = 1$ then $\hat{x}_k = x_k$ and there is no estimation error, while if $u_k = 0$ then the fusion center must make the best guess of the state that is possible with the known information.

Deciding on the distance metric is an issue of modeling and may be specific to the application at hand. We consider a few alternatives here:

1) Probability of Error: To recover a cost structure that results in the same penalty regardless of which state is chosen in error (probability of error criterion), we simply set the distance metric as

$$d(x, y) = \begin{cases} 0 & \text{if } x = y \\ 1 & \text{otherwise} \end{cases}$$
Such a choice maximizes the likelihood of estimating the correct state.

2) Euclidean distance: We may suppose that states correspond to physical locations - in this case, we may choose to let the distance \(d(\cdot,\cdot)\) correspond to the Euclidean distance between states so that best estimates minimize the error as measured spatially.

Several other choices could also be made for a distance metric, such as the well known Metropolis distance or Chebyshev distance. In this paper, we are agnostic to the choice of metric, and the techniques outlined here can be utilized in a general setting.

B. Global loss criterion

Knowing the dynamics for the evolution of the processes at each system along with the decision making structure, we can now proceed a discussion of the pre-deployment phase of this problem. When presented with a collection of systems that are suitably described in this way, we must decide how much energy to allocate to each system’s sensor. We further suppose that the total amount of energy that can be consumed is limited and make the simplifying assumption that the cost for any of these sensors to make a transmission to the fusion center is fixed. The situation can be pictorially represented as in Fig. 2.

![Fig. 2. Independent systems which transmit state information to the fusion center upon request.](image)

Before deploying the sensors, the fusion center must allocate \(M_1 \ldots M_V\) transmissions to each of them. Given that the estimation errors for each sensor \(i\) depends on the number of allocated transmissions, \(M_i\), we denote the resulting error \(J_i(M_i)\), or as a vector, \(J(M_1, \ldots, M_V)\). We can state our search for an allocation strategy as an optimization problem:

\[
\min \sum_{M_i \leq M} \|J\|_p
\]

where \(p \in [1, \infty]\). In this paper we present a way to optimally allocate transmissions for this entire range. Let us describe the range of values for \(p\) in greater detail:

1) \(p = 1\): In the case of \(p = 1\) we aim to minimize the sum total of the errors made at each sensor.

2) \(p \in (1,\infty)\): In the case of \(p \in (1,\infty)\) we apply an exponent, \(p\), to the sum of errors at each sensor and try to minimize this quantity. A common choice is \(p = 2\), which corresponds to a sum of squared errors.

3) \(p = \infty\): In the case of \(p = \infty\) we aim to minimize the maximum error of estimating the state out of all the sensors.

Before considering this optimization however, we focus on the problem of update scheduling between the fusion center and a particular sensor, given that the preallocation step has already been done.

C. Implementation considerations

In certain applications, a number of concepts outlined in the modeling phases here would be applicable with slight modification. For instance, it could be the case that the Markov chains corresponding to state evolution at each system are unknown. One might initially deploy sensors to learn the parameters associated with each system and then use them to determine optimal tracking policies.

Additionally, the idea of being limited on the amount of power usage can map directly to being limited on the number of sensors one is willing to deploy. We can imagine that if all sensors are the same, having more sensors deployed to a system can yield a greater number of opportunities to request updates from the corresponding system.

For simplicity, we proceed without considering the special modifications needed in these settings while noting that the corresponding extensions can be made with little effort.

III. Update Scheduling

Let us now zoom into the problem of optimally scheduling the allotted \(M_i\) updates at sensor \(i\) with the receiver. We proceed with a proposition:

**Proposition 1.** The policies for requesting updates from each sensor are independent; that is, the policy for requesting and update from \(S_i\) can be formulated independently of the policy for another system \(S_j\).

This follows immediately from the facts that the preallocated resources are not shared and that the Markov chains \(M_i\) and \(M_j\) are independent of each other. Knowing this, we can design the policy \(\pi_i\) to be agnostic to the presence of other systems.

A. Dynamic Programming

We use a dynamic programming approach to obtain an optimal policy corresponding to each sensor [11]. Before presenting our algorithm for determining \(\pi^*\), however, we first develop some important notation. In order to proceed, we must begin by determining several quantities offline. Let \(d(w)\) be
bounded rate then we may narrow it down to a sparse set of matrix displays certain sparsity (if the state is changing a the state space is of tractable size or if the system’s transi-

give an efficient way to determine these quantities, but in genera-

by cataloging the quantities

Fig. 3. Admissible transitions for backwards induction. Th-

an observation. This is also shown in Fig. 3.

we build backwards in time (and forward in time remaining in the problem, and then continue for

Now we proceed to construct the solution using backwards

we now introduce some new notation:

respectively, are (in vector form)

since not having an observation means we need to make a best estimate, and having an observation leads to zero cost.

Moving on to \( t = 2 \), the values of \( s \) can range from \( s = 0 \), \( s = 1 \) or \( s = 2 \). For \( s = 0 \) we have

for \( r = 1, \ldots, N \). The values \( w^*_r(x) \) and \( e^*_r(x) \) correspond to the optimal estimate and estimation error, respectively, when we must determine the current state given that \( r \) time steps ago we observed that the state was \( x \).

Now we proceed to construct the solution using backwards induction. We begin with \( t = 1 \), which corresponds to one

of time remaining in the problem, and then continue for

\[ J(r,0,1) = e^*_r \]

\[ J(r,1,1) = 0 \]

\( J(r,0,2) = e^*_r + e^*_{r+1} \)

For \( u = 0 \), we accrue error for the current time slot and no

error afterwards. When an observation is made, no error is

accrued for the current time slot \( N - 2 \), but there is error in

the next time slot, which depends on the current observation. In

vector form, we may write

\[ J^{(0)}_{(r,1,2)}(x) = e^*_r + J_{(r+1,1,1)} = e^*_r \]

\[ J^{(1)}_{(r,1,2)} = P^r e^*_1 \]

so that if \( \Delta_{(r,1,2)}(x) \leq 0 \), then we should not make

an observation, whereas we should make an observation if

\( \Delta_{(r,1,2)}(x) > 0 \). We proceed now by defining sets \( \tau_{(r,1,2)} \) and \( \tau^c_{(r,1,2)} \) such that

\[ x \in \tau_{(r,1,2)} \Rightarrow \Delta_{(r,1,2)}(x) \leq 0 \]

\[ x \in \tau^c_{(r,1,2)} \Rightarrow \Delta_{(r,1,2)}(x) > 0 \]

and we also define an associated vector \( 1_{(r,1,2)} \in \{0,1\}^S \) which specifies the desired policy, as described in Section

III.B:

\[ 1_{(r,1,2)}(x) = \begin{cases} 1 & \text{if } x \in \tau^c_{(r,1,2)} \\ 0 & \text{otherwise} \end{cases} \]

Moving on to \( s = 2 \), we have \( J_{(r,2,2)} = 0 \), since there

are as many opportunities to observe the process as there are

remaining time slots. Due to space limitations, we suffice it to

say that this pattern can be continued and a recursive solution

emerges.
B. Solution

We construct an optimal policy by storing for each \((r, s, t)\) a subset of \(\mathcal{X}\), denoted by \(\tau_{(r, s, t)}\), which is the set of last observed states for which we do not use an opportunity to view the process when we are at stage \((r, s, t)\). That is, if the last observed state \(x\) was seen \(r\) time slots ago, it is in the set \(\tau_{(r, s, t)}\), there are \(s\) opportunities remaining to make observations and there are \(t\) time slots remaining in the horizon then we should not make an observation at this time and simply make an estimate \(w^*_c(x)\). On the other hand, if \(x \in \tau_{(r, s, t)}\) then we should make an observation at stage \((r, s, t)\) and accrue zero cost for that stage.

More precisely, an optimal policy \(\pi^*\) is given by

\[
u_{(r, s, t)}(x) = \begin{cases} 0 & \text{if } x \in \tau_{(r, s, t)}^c \\ 1 & \text{otherwise} \end{cases}
\]

Let us introduce three vector valued functions: \(F_{(r, s, t)}, \Delta_{(r, s, t)} \in \mathbb{R}^S\) and \(1_{(r, s, t)} \in \{0, 1\}^S\). We fill in values for these functions by using the following recursions:

\[
F_{(r, s, t)} = F_{(r+1, s-1, t-1)} + P^r \text{diag}(1_{(1, s-1, t-1)}) \Delta_{(1, s-1, t-1)} \\
\Delta_{(r, s, t)} = e_r^* + F_{(r+1, s, t-1)} - F_{(r, s, t)} + \text{diag}(1_{(1, r, s, t-1)}) \Delta_{(1, r, s, t-1)} \\
1_{(r, s, t)}(x) = \begin{cases} 0 & \text{if } \Delta_{(r, s, t)}(x) > 0 \\ 1 & \text{otherwise} \end{cases}
\]

for \(1 < s < t < N\) and \(1 \leq r \leq N - t + 1\). We also have the boundary conditions

\[
F_{(r, t, t)} = 0, \quad F_{(r, 1, t)} = P^r \sum_{j=1}^{t-1} e_j^*, \quad \Delta_{(r, t, t)} = e_r^*
\]

These recursions allow us to determine the sets \(\tau_{(r, s, t)}\) for \(s, t, r\) in the bounds specified, which in turn defines our optimal policy. Specifically, we assign

\[
x \in \tau_{(r, s, t)} \Leftrightarrow \Delta_{(r, s, t)}(x) \leq 0
\]

We conclude by giving expressions for the cost-to-go from any particular state when a particular action \(u \in \{0, 1\}\) is taken. The superscripts denote whether or not an observation will be made in the current stage.

\[
J_{(r, s, t)}^{(0)} = e_r^* + F_{(r+1, s, t-1)} + \text{diag}(1_{(r+1, s, t-1)}) \Delta_{(r+1, s, t-1)} \\
J_{(r, s, t)}^{(1)} = F_{(r, s, t)}
\]

Observe that \(\Delta_{(r, s, t)}\) is the difference between these two quantities. Hence, \(\Delta_{(r, s, t)}\) functions as a method of determining whether or not to make an observation in the current time step. Fig. 4 shows a numerical illustration of the effect of having more observation update opportunities on the number of states in the state space inducing an update. The example features a state space with \(|\mathcal{X}| = 9\) and \(N = 10\), where the plot corresponds to the first time step of the horizon.

C. Convexity/Monotonicity

The cost-to-go function \(J\) has several interesting properties, but the most important for our analysis will be convexity and monotonicity:

\[\text{Proposition 2. } J_{(r, s, t)}(x) \text{ is convex and monotonically decreasing in } s \text{ for fixed } r, t, x.\]

Due to space limitations, we give intuition behind this proposition but leave the details to [12]. As more opportunities are given to update the system, the value of each additional update decreases. Put another way, as fewer update opportunities are available for a particular sensor, the greater the marginal loss in performance when another update is taken away. Numerical examples of such a curve are given in Fig. 4.

IV. RESOURCE ALLOCATION

The previous section detailed an optimal update request policy from the fusion center to a particular sensor given an allocated budget of update opportunities. We now take a macro view of the system and discuss the allocation of update actions. In a real world setting, this may correspond to having a number of systems for which we must decide the number of sensors to be assigned. Our analysis and intuition can be utilized with minimal modification in this modified scenario.

Returning to our problem formulation, we remind ourselves that our goal is to choose integers \(M_i\) according to the optimization problem

\[
\min \sum_{i=1}^{M_i \leq M} \|J\|_p
\]

with \(p \in [1, \infty]\).

\[\text{Proposition 3. A solution to the preallocation problem is given by a greedy policy.}\]
Let us consider three cases - in all three, we shall find it instructive to refer to the numerical data in Fig. 5, which has a simulated cost-to-go curve for each of two sensors.

1) \( p = 1 \): In the case of \( p = 1 \) we propose a greedy policy in which each additional update opportunity is given to the sensor which reduces cost the most. For the curves in Fig. 4, then, sensor 1 should be given the first update allocation. Then, sensor 2 would be given the next update allocation, because moving from \( M_2 = 0 \) to \( M_2 = 1 \) produces a larger decrease in overall cost than \( M_1 = 1 \) to \( M_1 = 2 \). Continuing in this way until the limit of \( M \) is reached results in an optimal preallocation.

2) \( p \in (1, \infty) \): For \( p \in (1, \infty) \) we can simple take the cost-to-go curve of Fig. 4 and apply the exponent \( p \) to each point, and continue with the greedy policy detailed in the \( p = 1 \) case.

3) \( p = \infty \): When \( p = \infty \), we can continue using a greedy approach, however instead of choosing the sensor whose first measurement update opportunity most reduces error, we must choose the sensor with the maximum error. The first measurement opportunity in our ongoing example would be given to sensor 2 because when \( M_1, M_2 = 0 \), sensor 2 has the highest cost-to-go. Then, the second opportunity should be given to sensor 1, since it has the highest cost-to-go when \( M_1 = 0 \) and \( M_2 = 1 \).

The greedy policy is shown in Table I for \( p = 1 \) and \( p = \infty \). At each step of the allocation process, one must decide which of the two sensors from Fig. 5 is to be allocated the next available update opportunity.

| \( p = 1 \) | \( 1 \) | \( 2 \) | \( 3 \) | \( 4 \) | \( 5 \) | \( 6 \) | \( 7 \) | \( 8 \) | \( 9 \) | \( 10 \) |
| \( p = \infty \) | \( S_2 \) | \( S_1 \) | \( S_2 \) | \( S_1 \) | \( S_2 \) | \( S_1 \) | \( S_2 \) | \( S_1 \) | \( S_2 \) | \( S_1 \) |

Table I
Allocation of Greedy Policy for \( p = 1 \) and \( p = \infty \).

One can observe that when \( p = 1 \) the assignment of resources happens in more of a block-like fashion, whereas \( p = \infty \) induces a more 'back and forth' assignment strategy. By inspecting the curves and considering the nature of these two norms, it is unsurprising that the assignment of resources takes such a structure.

V. CONCLUDING REMARKS AND FUTURE DIRECTIONS

In this paper, we have introduced the problem of allocating measurement budgets to a set of sensors and constructing an optimal policy for the fusion center to request these measurement updates. We have seen that an optimal policy can be constructed for each sensor independently of the other sensors and that a dynamic programming approach can be used to this end. Once a cost-to-go curve is found for each sensor, a greedy approach can be used to assign a limited collection of measurements to the sensors. In practical settings, this can correspond to deciding on how many identical sensors to deploy to a particular system.

Future work in this rich area can consider different (partial) information patterns, smart sensors and correlated system states. Another modification can be made by supposing that the sensors are 'smart' in that they decide when to transmit updates to the fusion center. We can finally suppose that different systems' states are correlated, changing the scheduling policy for update requests as well as the preallocation policy of measurement updates.
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